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Revealed preference theory is brought to bear on the problem of re-
covering approximate parametric preferences from consistent and in-
consistent consumer choices. We propose measures of the incompat-
ibility between the revealed preference ranking implied by choices
and the ranking induced by the considered parametric preferences.
These incompatibility measures are proven to characterize well-known
inconsistency indices. We advocate a recovery approach that is based
on such incompatibility measures and demonstrate its applicability
for misspecification measurement and model selection. Using an in-
novative experimental design, we empirically substantiate that the pro-
posed revealed-preference-based method predicts choices significantly
better than a standard distance-based method.
I. Introduction
This paper studies the problem of recovering stable preferences from in-
dividual choices. The renewed interest in this problem emerges from the
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parametric recoverability of preferences 1559
recent availability of relatively large data sets composed of individual
choicesmade from linear budget sets. These rich data sets allow research-
ers to recover approximate individual stable utility functions and report
the magnitude and distribution of behavioral characteristics in the pop-
ulation. We bring revealed preference theory to bear on the problem of
recovering approximate parametric preferences fromboth consistent and
inconsistent consumer choices.
Classical revealed preference theory studies the conditions on observ-

ables (choices) that are equivalent to the maximization of some utility
function. If a data set is constructed from consumer choice problems
in an environment with linear budget sets, Afriat (1967) proves that no
revealed preference cycles among observed choices, a condition known
as the generalized axiom of revealed preference (henceforth GARP), is
equivalent to assuming that the consumer behaves as if she maximizes
some locally nonsatiated utility function. In his proof, Afriat constructs
a well-behaved piecewise linear utility function that is consistent with
the consumer choices. Theorem 1 shows that similar reasoning may be
applied for approximate preferences when GARP is not satisfied, by ad-
justing the revealed preference information to exclude cycles.
The method above requires recovering twice the number of parame-

ters as there are observations, and therefore the behavioral implications
of the constructed functional forms may be difficult to interpret and ap-
ply to economic problems. In many cases researchers assume simple
functional forms with few parameters that lend themselves naturally to
behavioral interpretations. The drawback of this approach is that simple
functional forms are often too structured to capture every nuance of in-
dividual decision making. Thus, preferences recovered in this way are al-
most always misspecified. That is, the ranking implied by the recovered
preferences may be incompatible with the ranking information implied
by the decision maker’s choices (summarized through the revealed pref-
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erence relation).1 We argue that given a parametric utility specification,
one should seek a measure to quantify the extent of misspecification
and minimize it as a criterion for selecting from the functional family.
Our proposed measures of misspecification rely on insights gained from

the literature that quantifies internal inconsistencies inherent in a data
set. The Houtman and Maks (1985) inconsistency index searches for the
minimal subset of observations that should be removed from a data set
in order to eliminate cycles in the revealed preference relation. Similarly,
the Varian (1990) inconsistency index is calculated by aggregating the
minimal budget adjustments required to remove revealed preference
relations that cause the data set to fail GARP. A special case of the Var-
ian inconsistency index is the critical cost efficiency index (Afriat 1972,
1973) in which adjustments are restricted to be identical across all obser-
vations.
Theorem 2 provides the following novel theoretical characterization of

these indices: for every utility function a loss can be calculated that aggre-
gates budget adjustments required to remove incompatibilities between
the ranking information induced by the utility function and the revealed
preference information contained in the observed choices. The loss func-
tion corresponding to the Houtman-Maks inconsistency index is the bi-
nary incompatibility index (henceforth BII), which counts the observa-
tions that are not rationalized by a given utility function. Similarly, the
loss function corresponding to the Varian inconsistency index is themoney
metric index (proposedbyVarian [1990]; henceforthMMI), which aggre-
gates the minimal budget adjustments required to remove all incompat-
ibilities.Weprove that the inconsistency indices equal the infimumof their
corresponding loss functions taken over all continuous, acceptable, and lo-
cally nonsatiated utility functions.2 Hence, the inconsistency indices lend
themselves naturally as benchmarks for minimizing incompatibilities be-
tween the data set and all considered utility functions.
We argue that parametric recovery should generalize the principle in-

troduced in characterizing the inconsistency indices by calculating the
infimum of the loss function over a restricted subset of utility functions.
If a data set is consistent (satisfies GARP), the incompatibility measures
we propose quantify the extent of misspecification that arises solely from
considering a specific family of utility functions rather than all continu-
ous, acceptable, and locally nonsatiated utility functions. If the data set
does not satisfy GARP, each measure can be additively decomposed into
1 If choices are inconsistent, the “revealed preference relation” refers to the ranking re-
maining after excluding cycles in some “minimal” way (see definition 1 below).

2 A utility function is acceptable if the zero bundle is weakly worse than every other non-
negative bundle. See also definition 2.3 in Sec. 1 of the online appendix.
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the respective inconsistency index and amisspecification index. Since for
a given data set the inconsistency index is constant, the incompatibility
measures can be minimized to recover parametric preferences within
some parametric family.
This discussion continues a line of thought proposed by Varian (1990),

who was unsatisfied with the standard approach that relies on parametric
specification when testing for optimizing behavior. Varian suggested sep-
arating the analysis into two parts. The first part, which does not rely on a
parametric specification, tests for consistency and quantifies how close
choices are to being consistent using an inconsistency index. The second
part uses the money metric as a “natural measure of how close the ob-
served consumer choices come to maximizing a particular utility func-
tion” (133) and employs it as a criterion for recovering preferences.
Varian argued that measuring differences in utility space has a more nat-
ural economic interpretation thanmeasuring distances between bundles
in commodity space.
We augment Varian’s intuition by providing theoretical and practical

substance for the use of loss functions as measures of misspecification.
First, we relate the budget adjustments implied by the proposed loss func-
tions to theHoutman-Maks, Varian, and Afriat inconsistency indices. Sec-
ond, we advocate recoverymethods that utilize asmuch ranking informa-
tion encoded in observed choices rather than distance-based methods,
since making a choice from a menu reveals that the chosen alternative
is preferred to every other feasible alternative, not only to the predicted
one. Therefore, our rationale for using the MMI is different from Var-
ian’s and could be equally applied to other loss functions, as the BII.
Third, since we show that the goodness of fit can be decomposed into
an inconsistency index and amisspecificationmeasure, it lends itself nat-
urally to several novel applications including evaluating parametric re-
strictions and model selection. Thus, ultimately we show that the two
parts proposed by Varian (1990) are closely related, as the difference be-
tween them can be attributed to the sets of utility functions considered.
Finally, while Varian takes the theory to representative agent data, we use
individual-level data gathered in the laboratory to provide evidence for
the predictive superiority of the MMI.
As an illustration of a practical application, we use the MMI to recover

parameters for the data set collected by Choi et al. (2007) in which sub-
jects choose a portfolio of Arrow securities. Using the disappointment
aversionmodel of Gul (1991) with the constant relative risk aversion (CRRA)
functional form, we recover parameters using nonlinear least squares
(NLLS) andMMI.We find substantial numerical differences with respect
to the recovered parameters that in some cases imply significant quanti-
tative and qualitative differences in preferences.
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However, the data collected by Choi et al. (2007) were not designed to
compare the accuracy in which different recovery methods represent the
decision maker’s preferences. Therefore, we propose a general empirical-
experimental methodology whereby recovery methods are evaluated on
the basis of their predictive success and apply it in an experimental setting
similar to that of Choi et al. The experiment utilizes a unique two-part de-
sign. In the first part of the experiment we collect choice data from linear
budget sets and instantaneously recover individual parameters from these
data using the two different parametric recoverymethods (MMI andNLLS).
We use the individually recovered parameters to construct a sequence of
pairs of portfolios (per individual) such that one of the portfolios in each
pair is preferred according to the parametric preferences recovered by
the MMI and the other is preferred by the parametric preferences recov-
ered by the NLLS. Then, in the second part of the experiment, subjects
are presented with these individually constructed pairs of portfolios, and
their choices are used to evaluate the predictive success of each recovery
method.
This methodology enables us not only to compare the relative predic-

tive success of the recovery methods but also to observe subjects’ choices
in regions that may otherwise be unobservable. In particular, when sub-
jects choose from linear budget sets, nonconvex preferences imply the
existence of bundles that are never chosen if the subject chooses optimally.
This may make it difficult to identify different sets of parameters that may
nevertheless imply substantially different behavior (e.g., the extent of local
risk seeking). By offering the subjects pairwise choices located in the re-
gion of nonconvexity, we can directly observe their true preferences in this
region and identify which set of recoveredparametersmore accurately rep-
resents their underlying preferences.
For our sample of 203 subjects, we find that the MMI recovery method

predicted subjects’ choices significantly more accurately than the NLLS
recovery method. At the aggregate level, approximately 54 percent of
pairwise choices are predicted by the MMI recovery method. At the indi-
vidual level, consider those subjects for whom one of the methods cor-
rectly predicted more than two-thirds of the pairwise choices. The choices
of almost 60 percent of those subjects were more accurately predicted by
theMMI recoverymethod.Moreover, when we focus our attention on only
those subjects for whom the recovered parameters imply nonconvex pref-
erences (i.e., local risk-seeking behavior), the MMI recovery method pre-
dicted more accurately in 62.5 percent of pairwise choices and for 75 per-
cent of subjects for whommore than two-thirds of the choices are correctly
predicted. We interpret these results as suggesting that our proposedMMI
recovery method is more reliable thanmeasures based on the distance be-
tween observed and predicted choices in commodity space, especially in
This content downloaded from 132.066.166.123 on December 20, 2018 08:05:44 AM
 use subject to University of Chicago Press Terms and Conditions (http://www.journals.uchicago.edu/t-and-c).



parametric recoverability of preferences 1563
decision-making environments in which closeness does not necessarily im-
ply similarity.
We use the data from the experiment and the data collected by Choi et al.

(2007) to show that the preferences of approximately 40 percent of the
subjects are well approximated by expected utility compared to the gen-
eral disappointment aversion functional form. In addition, we demon-
strate nonnested model selection by providing evidence that the choices
of most subjects are better approximated by the disappointment aver-
sion model with the CRRA utility index than by the disappointment aver-
sionmodel with the constant absolute risk aversion (CARA) utility index.
In the next section we generalize the standard definitions of revealed

preference relations and extend Afriat’s (1967) theorem to inconsistent
data sets (theorem 1). In Section III, we introduce themain inconsistency
indices discussed in the paper, and in Section IV, we introduce themoney
metric and the binary incompatibility measures and use them to charac-
terize the inconsistency indices (theorem 2). In Section V, we analyze the
data gathered by Choi et al. (2007) and point out the need for an exter-
nal criterion to decide between the recovery methods. The experimental
design is described in Section VI, while the results are reported in Sec-
tion VII. Section VIII demonstrates the use of our theoretical results for
hypothesis testing and model selection. Section IX presents conclusions.
II. Preliminaries
Consider a decision maker (henceforth DM) who chooses bundles xi ∈
RK

1 (i ∈ 1, ::: , n) from budget menus fx : pix ≤ pixi, pi ∈ RK
11g. Let D 5

fðpi , xiÞni51g be a finite data set, where xi is the chosen bundle at prices
pi. The following definitions generalize the standard definitions of re-
vealed preference (for similar concepts, see Afriat [1972, 1987], Varian
[1990, 1993], and Cox [1997]).
Definition 1. Let D be a finite data set. Let v ∈ ½0, 1�n.3 An observed

bundle xi ∈ RK
1 is

1. v–directly revealed preferred to a bundle x ∈ RK
1, denoted xiR 0

D,vx, if
vipixi ≥ pix or x 5 xi ;

2. v–strictly directly revealed preferred to a bundle x ∈ RK
1, denoted

xiP 0
D,vx, if v

ipixi > pix;
3. v–revealed preferred to a bundle x ∈ RK

1, denoted xiRD,vx, if there
exists a sequence of observed bundles (x j, xk, ... , xm) such that
xiR 0

D,vx
j , xjR 0

D,vx
k , ::: , xmR 0

D,vx.
3 Throughout the paper we use bold fonts (as v or 1) to denote vectors of scalars in Rn .
We continue to use regular fonts to denote vectors of prices and goods. For v, v0 ∈ Rn , v 5
v0 if for all i, vi 5 v 0

i , v≧v0 if for all i, vi ≥ v 0
i , v ≥ v0 if v≧v0, and v ≠ v0 and v > v0 if for all i,

vi > v 0
i .
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When v 5 1, definition 1 reduces to the standard definition of re-
vealed preference relation. When v decreases, more revealed preference
information is being relaxed as summarized in the following observation
(for a proof see Sec. 1.1 of the appendix).
Fact 1. Let v 0 ≤ v. Then R 0

D,v 0 ⊆ R 0
D,v, P

0
D,v0 ⊆ P 0

D,v, and RD,v 0 ⊆ RD,v.
Consider the following notion of consistency for data sets (Varian

1990):
Definition 2. Let v ∈ ½0, 1�n. D satisfies the general axiom of re-

vealed preference given v (GARPv) if for every pair of observed bundles,
xiRD,vxj implies not xjP 0

D,vx
i.

When v 5 1, definition 2 is equivalent to Afriat’s (1967) cyclical con-
sistency (GARP; see Varian 1982). Practically, the vector v is used to gen-
erate an adjusted relation R 0

D,v that contains no strict cycles while R 0
D,1 may

contain such cycles. Obviously, usually there are many vectors such that
D satisfies GARPv. Following are two useful and trivial properties of
GARPv (proofs are in Secs. 1.2 and 1.3 of the appendix, respectively):
Fact 2. Every D satisfies GARP0.
Fact 3. Let v, v 0 ∈ ½0, 1�n and v ≥ v 0. If D satisfies GARPv, then D sat-

isfies GARPv 0 .
The following definition of v-rationalizability relates the revealed pref-

erence information implied by observed choices to the ranking induced
by a utility function.
Definition 3. Let v ∈ ½0, 1�n. A utility function u(x) v-rationalizes D if

for every observed bundle xi ∈ RK
1, xiR 0

D,vx implies that uðxiÞ ≥ uðxÞ. We
say that D is v-rationalizable if such u(⋅) exists.
That is, the intersection between the set of bundles that are ranked

strictly higher than an observed bundle xi according to u and the set
of bundles to which xi is revealed preferred when the budget constraint
is adjusted by vi is empty. Hence, 1-rationalizability reduces to the stan-
dard definition of rationalizability (Afriat 1967).4

Notice that v-rationalizability does not imply uniqueness. There could
bedifferent utility functions (not related throughmonotonic transforma-
tion) that v-rationalize the same data set. Afriat’s (1967) celebrated theo-
remprovides tight conditions for the rationalizability of a data set.5 Afriat’s
theoremwas generalized inmanydirections. For example,Reny (2015) ex-
tended it to infinite data sets, Forges andMinelli (2009) to general budget
sets, and Fujishige and Yang (2012) to indivisible goods. The following the-
orem generalizes Afriat’s result to inconsistent data sets.
Theorem 1. The following conditions are equivalent:
4 Throughout the paper rationalizability means 1-rationalizability, D is rationalizable if it is
1-rationalizable, and D satisfies GARP if it satisfies GARP1.

5 For discussion and alternative proofs of the original theorem, see Diewert (1973),
Varian (1982), Teo and Vohra (2003), Fostel, Scarf, and Todd (2004), and Geanakoplos
(2013).
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1. There exists a nonsatiated utility function that v-rationalizes the data.
2. The data satisfy GARPv.
3. There exists a continuous, monotone, and concave utility function

that v-rationalizes the data.
Proof. See Section 1.4 of the appendix.6
III. Inconsistency Indices
For some of the following inconsistency measures we make use of a gen-
eral aggregator function across observations.7

Definition 4. fn : ½0, 1�n → ½0,M �, whereM is finite, is an aggregator func-
tion if fnð1Þ 5 0, fnð0Þ 5 M , and fn(⋅) is continuous and weakly decreas-
ing.8

Varian (1990) proposed an inconsistency index that measures the
minimal adjustments of the budget sets that remove cycles implied by
choices. While Varian suggests to aggregate the adjustments using the
sum of squares, we define this index with respect to an arbitrary aggre-
gator function.9

Definition 5. Let f : ½0, 1�n → ½0,M � be an aggregator function. Var-
ian’s inconsistency index is10
6 Afriat (1973) uses the theorem of the alternative to provide a nonconstructive proof for
the special case in which the coordinates of the adjustment vector are equal. Afriat (1987)
states theorem 1 without a proof (theorem 6.3.I on p. 179). In his unpublished PhD disser-
tation, Houtman (1995, theorem 2.5) considers nonlinear pricing and monotone adjust-
ments. While the proof in Afriat (1973) can be easily generalized to our case, we preferred
to adapt the construction suggested in Houtman (1995) for the case of scale adjustments of
linear budget sets. In addition, while Afriat (1973) does not require the chosen bundle to
remain feasible following an adjustment, our proof (as the one in Houtman [1995]) re-
spects this requirement.

7 In most of this paper we assume a fixed data set of size n; therefore, we will abuse no-
tation by omitting the subscript, unless required for clarity.

8 An aggregator function fn is weakly decreasing if for every v, v 0 ∈ ½0, 1�n ,
v ≥ v0 ⇒ fn vð Þ ≤ fnðv0Þ,
v > v0 ⇒ fn vð Þ < fnðv0Þ:

Onemay wish to restrict the set of potential aggregator functions to include only separable
functions that satisfy the cancellation axiom. The results do not require the richness of pos-
sible aggregator functions.

9 Alcantud, Matos, and Palmero (2010) follow Varian (1990) to suggest the Euclidean
norm of the adjustments vector. Tsur (1989) uses on

i51ðlog viÞ2=n, while Varian (1993)
and Cox (1997) mention the maximal adjustment and Smeulders et al. (2014) consider
the generalized mean on

i51ð1 2 viÞr, where r ≥ 1.
10 Consider a data set of two points D 5 fðp1, x1Þ; ðp2, x2Þg such that p1x2 5 p1x1 but

p2x1 < p2x2. The data set D is inconsistent with GARP (since x1RD,1x2 and x2P 0
D,1x

1), but con-
sider the sequence vl 5 ð1 2 ð1=lÞ, 1Þ, where l ∈ N>0. It is easy to verify that for every l ∈
N>0, D satisfies GARPvl . Therefore, IV ðD, f Þ 5 0.
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IV D, fð Þ 5 inf
v∈ 0,1½ �n :D satisfies GARPv

f vð Þ:

Varian (1990) suggested this index as a nonparametric measure for
the extent of utility-maximizing behavior implied by a data set of con-
sumer choices. Varian’s inconsistency index is a generalization of the
critical cost efficiency index (suggested earlier by Afriat [1972, 1973]) that
is restricted to uniform adjustments. Denote the set of vectors with equal
coordinates by I 5 fv ∈ ½0, 1�n : v 5 v1, 8 v ∈ ½0, 1�g and a coordinate of
a typical vector v ∈ I by v.
Definition 6. The Afriat inconsistency index is

IA Dð Þ 5 inf
v∈I :D satisfies GARPv

1 2 v:

Houtman andMaks (1985) proposed an inconsistency index based on
the maximal subset of observations that satisfies GARP. This is identical
to restricting the adjustments vector to belong to {0, 1}n (see also Smeul-
ders et al. 2014; Heufer and Hjertstrand 2015) and to aggregate using
the sum n 2 on

i51vi. Again, we define this index with respect to an arbi-
trary aggregator function.
Definition 7. Let f : ½0, 1�n → ½0,M � be an aggregator function. The

Houtman-Maks inconsistency index is

IHM D, fð Þ 5 inf
v∈ 0,1f gn :D satisfies GARPv

f vð Þ:

Fact 4. IV(D, f ), IA(D), and IHM(D, f ) always exist.
Proof. See Section 1.5 of the appendix.
Afriat’s and Houtman-Maks’s inconsistency indices are considerably

more prevalent in the empirical-experimental literature than Varian’s in-
consistency index, mainly because of computational considerations (dis-
cussed in Sec. 2.1 of the appendix).11 However, definitions 5, 6, and 7
demonstrate that Afriat’s and Houtman-Maks’s inconsistency indices
are merely reductions of Varian’s inconsistency index to subsets of ad-
justment vectors (and a specific functional form in the case of Afriat’s
inconsistency index). Moreover, in Section 2.1 of the appendix we claim
that, practically, for most individual-level data sets, the Varian inconsis-
tency index can be computed exactly or with an excellent approximation.
In the consistency literature, Afriat (1973) and Varian (1990, 1993) view

the extent of the adjustment of the budget line as the amount of income
11 The money pump inconsistency index proposed by Echenique, Lee, and Shum
(2011), the minimum cost inconsistency index suggested by Dean and Martin (2015),
and the area inconsistency index mentioned in Heufer (2008, 2009) and Apesteguia
and Ballester (2015) are discussed and compared to the Varian inconsistency index in
Sec. 2.2 of the appendix. In Sec. 2.3 of the appendix we discuss an inconsistency index
based on Euclidean distance rather than on revealed preference, related to an index men-
tioned in Beatty and Crawford (2011).
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wasted by a DM relative to a fully consistent one (hence the term “ineffi-
ciency index”). An alternative interpretation (due to Manzini and Ma-
riotti [2007, 2012], Masatlioğlu, Nakajima, and Ozbay [2012], and Chere-
panov, Feddersen, and Sandroni [2013]) views the adjusted budget set as
a consideration set that includes only the alternatives from the original
budget menu that the DM compares to the chosen alternative. By con-
struction, those bundles not included in the attention set are irrelevant
for revealed preference consideration. Houtman (1995), for example,
holds that the DM overestimates prices and hence does not consider all
feasible alternatives. Another line of interpretation for inconsistent choice
data is measurement error (Varian 1985; Tsur 1989; Cox 1997). These er-
rors could be the result of various circumstances as (literally) trembling
hand, indivisibility, omitted variables, and so forth. All the interpretations
above take literally the existence of underlying “welfare” preferences that
generate the data (Bernheim and Rangel 2009). In addition, there exist
other plausible data-generating processes that may result in approximately
(and even exactly) consistent choices (Simon 1976; Rubinstein and Salant
2012).
We do not find a clear reason to favor one interpretation over the other

and would rather remain agnostic about the nature of the adjustments re-
quired to measure inconsistency. Moreover, this paper takes the data set
as the primitive and the utility function as an approximation. As such,
the adjustments serve as a measurement tool (“ruler”) for quantifying
the extent of misspecification.
IV. Parametric Recoverability
The proof of theorem 1 is constructive: if a data set D of size n satisfies
GARPv, then finding a utility function that v-rationalizes the data reduces
to finding 2n real numbers that satisfy a set of n2 inequalities (see the
proofs of lemma 4 and theorem 1 in Sec. 1.4 of the appendix).12 Al-
though the constructed utility function does not rely on any parametric
assumptions, the large number of parameters makes it difficult to directly
learn from it about behavioral characteristics of the DM, which are typically
summarized by few parameters (e.g., attitudes toward risk, ambiguity, and
time). Moreover, generically, a data set can be v-rationalized by more than
12 Varian (1982) builds on the celebrated Afriat (1967) theorem to construct nonpara-
metric bounds that partially identify the utility function, assuming that preferences are
convex (see Halevy, Persitz, and Zrill 2017). His approach has been extended and devel-
oped in Blundell, Browning, and Crawford (2003, 2008) (see also sec. 3.2 in Cherchye
et al. [2009]). However, to the best of our knowledge, it has not been expanded to include
treatment of inconsistent data sets. The parametric approach developed in the current pa-
per extends naturally to inconsistent data sets and easily accommodates nonconvex pref-
erences.
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a single utility function. Hence, if one can find a “simpler” (parametric)
utility function that rationalizes the data set, it will have an equal standing
in representing the ranking information implied by the data set. If one
accepts that “simple” may be superior, then one should consider the trade-
off between simplicity and misspecification. We pursue this line of rea-
soning by considering the minimal misspecification implied by certain
parametric specifications.
The problem of parametric recoverability is to approximately rational-

ize observed choice data by a parametric utility function. We approach
this problem by acknowledging that in the case in which the data set is
consistent (satisfies GARP), the representation of choice data by utility
function almost always entails some tension between two rankings over al-
ternatives. The first is the ranking implied by choices, which is captured
by the revealed preference (partial) relation, and the other is the com-
plete ranking induced by the parametric utility function. If the utility
function rationalizes the data, then the two rankings are compatible. Other-
wise, the two rankings are incompatible and we say that the utility function
is misspecified with respect to the data. The incompatibility is manifested
by the existence of a pair of alternatives on which the two rankings disagree.
In Section IV.A we propose two loss functions that measure the incom-

patibility between the two rankings. Obviously, there are other loss func-
tions that are not based on the incompatibility between the suggested
utility function and the revealed preference relation. For example, NLLS
is a loss function that is basedon thedistancebetween the choicepredicted
by the suggested utility function and the observed choice. In Sections V
and VII, we demonstrate empirically the difference between these two
types of loss functions.
The main theoretical contribution of the paper is presented in Sec-

tion IV.B. This result establishes that the loss functions we propose do
not depend on the choice data being consistent. In the case of inconsis-
tent choices, the loss functions capture both the extent of inconsistency
and the misspecification of the parametric utility function with respect
to the data. We prove that the loss functions can then be additively de-
composed into a corresponding inconsistency index and a misspecifi-
cation measure. Section VIII demonstrates the empirical implications
of this decomposition to model selection.
A. Incompatibility Indices

1. The Money Metric Index
Consider a bundle xi that is chosen at prices pi and a utility function u(⋅).
While xi is revealed preferred to all feasible bundles, umay rank some of
these bundles above xi. The first loss measure for the incompatibility be-
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tween a data set D and a utility function u is based on the money metric
utility function (Samuelson 1974) and was suggested by Varian (1990; see
also Gross 1995). It measures the minimal budget adjustment that makes
bundles that u ranks above xi infeasible, thus eliminating the incompati-
bility between the two rankings.
Definition 8. The normalized money metric vector for a utility function

u(⋅), v*(D, u), is such that v*iðD, uÞ 5 mðxi, pi, uÞ=pixi, where

mðxi, pi, uÞ 5 min
y∈RK

1 : u yð Þ≥uðxiÞf g
piy:

Let f : ½0, 1�n → ½0,M � be an aggregator function. The money metric in-
dex for a utility function u(⋅) is f(v*(D, u)).
Let U c denote the set of all locally nonsatiated, acceptable, and contin-

uous utility functions on RK
1.

Proposition 1. Let D 5 fðpi, xiÞni51g, u ∈ U c , and v ∈ ½0, 1�n. The
function u(⋅) v-rationalizes D if and only if v ≦ v*ðD, uÞ.
Proof. See Section 1.6 of the appendix.
Proposition 1 establishes that f(v*(D, u)) may be viewed as a function

that measures the loss incurred by using a specific utility function to de-
scribe a data set. The function v*(D, u) measures the minimal adjust-
ments to the budget sets required to remove incompatibilities between
the revealed preference information contained in D and the ranking in-
formation induced by u. It also implies that each coordinate of v*(D, u)
is calculated independently of the other observations in the data set.13

If v*ðD, uÞ 5 1, then proposition 1 is merely a restatement of the fa-
miliar definition of rationalizability using themoneymetric as a criterion.
A utility function u ∈ U c rationalizes the observed choices if and only if
there is no observation such that there exists an affordable bundle that
u ranks above the observed choice. In this case we would say that the util-
ity function is correctly specified.
Recall that given an aggregator function f(⋅), f(v*(D, u)) measures the

incompatibility between a data set D and a specific preference relation
represented by the utility function u. Given a set of utility functions
U ⊆ U c , the MMI measures the incompatibility between U and D.
Definition 9. For a data set D and an aggregator function f(⋅) let

U ⊆ U c . The money metric index of U is
13 One may intuitively believe that such independent calculation uses only the directly
revealed preference information and may fail to rationalize the data based on the indirect
revealed preference information. However, since RD,v is the transitive closure of R 0

D,v, it fol-
lows that a utility function is compatible with the directly revealed preference information
if and only if it is compatible with all the indirectly revealed preference information.
An additional implication of this property is that given m data sets Di of ni observations
and utility function u(⋅), since u v*ðDi , uÞ–rationalizes Di for every i, then u v*ð[m

i51Di , uÞ–
rationalizes [m

i51Di , where v*ð[m
i51Di , uÞ 5 ðv*ðD1, uÞ0, : : : , v*ðDm , uÞ0Þ0. Moreover, if fn(⋅) is

additive separable for every n, then fom
i51ni

ðv*ð[m
i51Di , uÞÞ 5 om

i51fni
ðv*ðDi , uÞÞ.
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IM D, f , Uð Þ 5 inf  
u∈U

f ðv* D, uð ÞÞ:
2. The Binary Incompatibility Index
In this subsection we introduce a new loss measure that treats all incom-
patibilities similarly, by assigning them a maximal loss value.
Definition 10. The binary incompatibility vector for a utility function

u(⋅), b*(D, u), is such that b*iðD, uÞ 5 1 when there does not exist x
such that pixi ≥ pix and uðxÞ > uðxiÞ, and b*iðD, uÞ 5 0 otherwise. Let
f : ½0, 1�n → ½0,M � be an aggregator function. The binary incompatibility
index for a utility function u(⋅) is f(b*(D, u)).
Consider a data set that includes only the ith observation from D.

Then the ith element of the binary incompatibility vector tests whether
the utility function rationalizes this data set. While the MMI is restricted
to the classical environment of choice from linear budget sets, the BII may
be easily applied to more general settings of choice from menus. The fol-
lowing proposition is the counterpart of proposition 1 for the BII.
Proposition 2. Let D 5 fðpi, xiÞni51g, u ∈ U c , and b ∈ f0, 1gn. The

function u(⋅) b-rationalizes D if and only if b ≦ b*ðD, uÞ.
Proof. See Section 1.7 of the appendix.
Definition 11. For a data set D and an aggregator function f(⋅), let

U ⊆ U c . The binary incompatibility index of U is

IB D, f , Uð Þ 5 inf
u∈U

f ðb* D, uð ÞÞ:
3. Monotonicity of the Incompatibility Indices
The following observation follows directly from the definitions of IM ðD,
f , UÞ and IBðD, f , UÞ and concerns their monotonicity with respect to
U (see the proof in Sec. 1.8 of the appendix).
Fact 5. For every U0 ⊆ U, IM ðD, f , UÞ ≤ IM ðD, f , U0Þ and IBðD, f , UÞ ≤

IBðD, f , U0Þ.
In particular, fact 5 implies that for every U0 ⊆ U c , IM ðD, f , U cÞ ≤

IM ðD, f , UÞ and IBðD, f , U cÞ ≤ IBðD, f , UÞ. That is, the value of the loss
measures calculated for all continuous, acceptable, and locally nonsa-
tiated utility functions is a lower bound on the incompatibility indices for
every subset of utility functions.
B. Decomposing the Incompatibility Indices
The methods we propose to construct v*(D, u) and b*(D, u) do not de-
pend on the consistency of the data set D. Therefore, even if a DM does
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not satisfy GARP, we can recover preferences (within the parametric fam-
ily U) that approximate the consistent revealed preference information
encoded in choices.14 The difficulty with this approach arises from the
fact that the loss indices include both the inconsistency with respect to
GARP and the misspecification implied by the chosen parametric family.
We show that the suggested incompatibility indices can be decomposed

into these two components. Our strategy in developing the decomposi-
tion is to use an inconsistency index as ameasure of internal inconsistency,
which is independent of the parametric family under consideration. We
prove that the incompatibility indices calculated for all locally nonsatiated,
acceptable, and continuous utility functions coincide with the respective
inconsistency indices. That is, IM ðD, f , U cÞ equals Varian’s inconsistency
index (in particular, using the minimum aggregator, IM ðD, f , U cÞ equals
Afriat’s inconsistency index), and IBðD, f , U cÞ coincides with the
Houtman-Maks inconsistency index. The proof of the theorem invokes
theorem 1 and is provided in Section 1.9 of the appendix.
Theorem 2. For every finite data set D and aggregator function f,

1. IV ðD, f Þ 5 IM ðD, f , U cÞ;
2. IHM ðD, f Þ 5 IBðD, f , U cÞ;
3. if f ðvÞ 5 1 2 mini∈f1, : : : ,ngvi, then IAðDÞ 5 IM ðD, f , U cÞ.
Theorem 2 enables us to decompose the loss indices into familiar
measures of inconsistency and natural measures of misspecification that
quantify the cost of restricting preferences to a subset of utility functions
(possibly through a parametric form). By the monotonicity of IM and IB
(fact 5), for every U ⊆ U c we can write the loss indices of U in the follow-
ing way:

IM D, f , Uð Þ 5 IV D, fð Þ 1 ½IM D, f , Uð Þ 2 IM D, f , U cð Þ�,
IB D, f , Uð Þ 5 IHM D, fð Þ 1 ½IB D, f , Uð Þ 2 IB D, f , U cð Þ�:

In each decomposition, the first addend is ameasure of the cost associated
with inconsistent choices that is independent of any parametric restriction
anddepends only on theDM’s choices, while the second addendmeasures
the cost of restricting the preferences to a specific parametric form by the
researcher who tries to recover the DM’s preferences. A graphical demon-
stration of this decomposition appears in Section 3 of the appendix.
Two reasons lead us to believe that such decomposition is essential for

any method of recovering preferences of a DM who is inconsistent. First,
14 Andreoni andMiller (2002) and Porter and Adams (2016) find that a great majority of
the subjects satisfy GARP. However, other experimental studies (Choi et al. 2007, 2014;
Fisman, Kariv, and Markovits 2007; Ahn et al. 2014) report that more than 75 percent of
the subjects did not satisfy GARP.
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since for a given data set the inconsistency index is constant (zero if
GARP is satisfied), the decomposition implies that minimizing IM ðD,
f , UÞ or IBðD, f , UÞ) is equivalent tominimizing themisspecification within
some parametric family U. Second, only when the incompatibility mea-
sure can be decomposed can one truly evaluate the cost of restricting
preferences to some parametric family compared to the cost incurred by
the inconsistency in the choices. The following sections demonstrate the
importance of these theoretical insights in analyzing experimental data.
V. Application to Choice under Risk
The goal of this section is to demonstrate the empirical applicability of
the MMI as a criterion for recovering parametric preferences.15 We show
that the suggested method can be used to recover approximate prefer-
ences for both consistent and inconsistent decision makers. For the in-
consistent subjects, we use theorem 2 to assess the degree to which these
recovered preferences encode the revealed preference information con-
tained in the choices. We compare the parameters resulting from em-
ploying the MMI and a recovery method that minimizes a loss function
that is based on the Euclidean distance between observed and predicted
choices in the commodity space (NLLS) and show that important qual-
itative differences arise.
As a starting point, we analyze in this section a data set of portfolio

choice problems collected by Choi et al. (2007). In their experiment, sub-
jects were asked to choose the optimal portfolio of Arrow securities from
linear budget sets with varying prices. We focus our analysis only on the
treatment in which the two states are equally probable. For each subject,
the authors collect 50 observations and proceed to test these choices for
consistency (i.e., GARP). Then they estimate a parametric utility function
in order to determine the magnitude and distribution of risk attitudes in
thepopulation. Choi et al. estimate adisappointment aversion (DA) func-
tional form introduced by Gul (1991) (for more details, see Sec. 4 of the
appendix):

u xi
1, x

i
2ð Þ 5 gw max xi

1, x
i
2f gð Þ 1 1 2 gð Þw min xi

1, x
i
2f gð Þ, (1)

where

g 5
1

2 1 b
, b > 21, w zð Þ 5

z12r

1 2 r
r ≥ 0 r ≠ 1ð Þ

ln zð Þ r 5 1:

8><
>:
15 In analyzing choices from budget menus, recovery based on the MMI retains more
ranking information from the data than recovery based on the BII.

This content downloaded from 132.066.166.123 on December 20, 2018 08:05:44 AM
 use subject to University of Chicago Press Terms and Conditions (http://www.journals.uchicago.edu/t-and-c).



parametric recoverability of preferences 1573
The parameter g is the weight placed on the better outcome. For b > 0,
the better outcome is underweighted relative to the objective probability
(of .5) and the decision maker is disappointment averse. For b < 0, the bet-
ter outcome is overweighted relative to the objective probability (of .5)
and the decision maker is elation seeking. In the knife-edge case, where
b 5 0, the DA functional form reduces to expected utility.
The parameter b has an important economic implication: if b > (5) 0,

the decisionmaker exhibits first-order (second-order) risk aversion (Segal and
Spivak 1990). That is, the risk premium for small fair gambles is propor-
tional to the standard deviation (variance) of the gamble. First-order risk
aversion can account for important empirical regularities that expected
utility (with its implied second-order risk aversion) cannot, such as inport-
folio choice problems (Segal and Spivak 1990), calibration of risk aver-
sion in the small and large, and disentangling intertemporal substitution
from risk aversion (see Epstein [1992] for a survey). A negative value of b
corresponds to a DM who is locally risk seeking. Figure 1 illustrates char-
acteristic indifference curves for disappointment averse and elation seek-
ing (locally nonconvex) subjects, respectively. Additionally, w(x) is a stan-
dard utility function and is represented here by the CRRA functional form
(we also report results in which the utility for wealth function is CARA, that
is, wðzÞ 5 2e2Az, where A ≥ 0).
We recover parameters using two different methods. The first is the

NLLS, which is based on the Euclidean distance between the predicted
and the observed choices,

min
b,r o

n

i51
k xi 2 arg max

x : pix≤pixi
u x; b, rð Þð Þ k, (2)

where k⋅k is the Euclidean norm. The second is the MMI, IM ðD, f , UÞ, us-
ing the normalized average sum of squares (henceforth, SSQ) aggregator,

f vð Þ 5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

no
n

i51

ð1 2 viÞ2
r

:

For both methods, we use an optimization algorithm that allows us to re-
cover individual parameters from observed choices for each subject.16
16 The recovery code implements an individual-level data analysis and includes four
modules. The first module implements the GARP test and calculates various inconsistency
indices (see Sec. 2.1 of the appendix). The other three modules implement the NLLS,
MMI (with various aggregators), and BII recovery methods. Each of these three modules
can recover preferences in the disappointment aversion (CRRA and CARA) functional
family for portfolio choice data and in the constant elasticity of substitution functional fam-
ily for other-regarding preferences data. The MATLAB code package is available online,
and user instructions are included in the package. The disaggregated results (using NLLS,
MMI-SSQ, and MMI-MEAN) of the Choi et al. (2007) data are available in a separate Excel
file named Choi et al (2007)—Results in the online data archive.
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A. Recovering Preferences for Inconsistent Subjects
In Section IV.B we prove the decomposition of the MMI into the Varian
inconsistency index, which serves as a measure of inconsistency, and a
remainder, which measures misspecification. As such, by using the MMI,
we recover parameters that are closest to approximate preferences for
FIG. 1.—Typical indifference curves induced by Gul (1991) disappointment aversion
function with b ≠ 0. A, Disappointment aversion, b > 0. B, Elation seeking, 21 < b < 0.
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those subjects who fail GARP.17 Throughout the analysis, we exclude sub-
jects with an unreliable Varian inconsistency index (nine out of 47 sub-
jects).18

To illustrate, consider table 1, which compares the recovered param-
eters using the MMI with the SSQ aggregator for two subjects taken from
Choi et al. (2007). Subject 320’s choices are consistent with GARP, while
subject 209’s choices are inconsistent. In spite of the fact that subject 320
is consistent, the parametric preferences considered do not accurately
encode the ranking implied by her choices, as it requires 13.22 percent
wasted income on average. On the other hand, the revealed preference
information implied by subject 209’s choices is nicely captured by the
parametric family, since it implies incompatibility of only 5.63 percent,
in spite of the fact that her choices are inconsistent (114 violations of
GARP). Additionally, since IV 5 0:0288, the decomposed misspecifica-
tion for subject 209 amounts to only 2.75 percent (IM 2 IV ) wasted in-
come, on average, with respect to her approximate preferences. The les-
son from this example is that although subject 320 is consistent with
GARP, the choices of subject 209 are better approximated using the dis-
appointment aversion with CRRA functional form. As such, the MMI can
be applied uniformly to all data sets, and the appropriateness of a certain
functional form can be evaluated ex post (as will be further demonstrated
in Sec. VIII).
B. Comparison of Recovered Parameters by Method
Figure 2 demonstrates graphically the difference between the recovered
parameters by comparing the disappointment aversion parameter (b) as
recovered by the NLLS and MMI (SSQ) recovery methods. When NLLS
recovers convex preferences (b > 0), then usually MMI recovers convex
preferences as well, although there may be considerable quantitative dif-
17 Approximate preferences are defined by the set ~U 5 fu ∈ U c : IV ðD, f Þ 5 IM ðD,
f , fugÞg. In general, this set is not a singleton as the vector of budget adjustments, v, re-
quired by the calculation of the Varian inconsistency index, is not unique; nor is the utility
function that rationalizes a given revealed preference relation, RD,v, for a particular vector
of adjustments.

18 Computing the Varian inconsistency index is a hard computational problem (see the
discussion in Sec. 2.1.2 of the appendix). The data of Choi et al. (2007) include 47 subjects;
12 are consistent (pass GARP) and 35 are inconsistent. We take advantage of the sample
size and calculate the exact index for 22 of the 35 inconsistent subjects (63 percent),
and for four additional subjects we are able to provide a very good approximation. For
the other nine subjects we report a weak approximation computed using an algorithm that
overestimates the real index. The implication of overestimation is that the decomposition
of the MMI overestimates the inconsistency component and underestimates the mis-
specification component. That said, while the extent of misspecification with respect to
the approximate preferences may be underestimated, the recovered parameters are inde-
pendent of the calculation of the Varian inconsistency index.
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ferences between the recovered parameters. However, when the prefer-
ences recovered by NLLS are nonconvex (b < 0), there seems to be no
qualitative relation between the recovered parameters by the two meth-
ods.19

Moreover, the parameters recovered by NLLS in some of the noncon-
vex cases imply extreme elation seeking. This property can also be seen
clearly from the distribution of the disappointment aversion parameter
(b) and the curvature of the utility function (r) across subjects, which is
reported in Section 5 of the appendix.20

In light of the considerable differences between the recovered param-
eters, an essential next step is to compare these two recoverymethods based
on an out-of-sample criterion that is independent of the objective function
of the candidate methods.
VI. Experimental Design and Procedures
In this section we propose and describe a controlled experiment designed
to perform a comparison between NLLS and MMI based on predictive
power. Specifically, in the first part of the experiment we used a design in-
spired by Choi et al. (2007) to collect individual-level portfolio choices
from linear budget sets. Fromeach subject’s choices we instantaneously re-
covered approximate parametric preferences by each of the two recovery
methods. Using this information, we constructed pairs of portfolios such
that the rankings inducedby each set of approximate preferences on these
portfolios disagree. Therefore, each recoverymethod implied an opposite
prediction on the subject’s choice from each pair of constructed portfolios.
In the second andfinal part of the experiment, the subject chose a portfolio
from each of the constructed pairs of portfolios, thus providing an out-of-
sample direct criterion for the relative predictive success of each method.
19 When
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A. Procedures and Details
For the experiment we recruited 203 subjects using the ORSEE system
(Greiner 2015), which is operated by the Vancouver School of Economics
at the University of British Columbia. Subjects participated voluntarily
and were primarily undergraduate students representingmany disciplines
within the university. Before subjects began the experiment, the instruc-
tions were read aloud as subjects followed along by viewing a dialog box
on-screen (see Sec. 6.1 of the appendix for the instructions). The experi-
ments were conducted over several sessions inOctober 2014 and February
2015 at the Experimental Lab at the Vancouver School of Economics. Each
experimental session lasted approximately 45 minutes.
In the first part of the experiment, the subjects selected portfolios of

contingent assets from a series of 22 linear budget sets with differing price
ratios and/or relative wealth levels. These choices were used to instanta-
neously recover individual preferences using the two recovery methods
introduced above. From these two sets of recovered parameters we con-
structed, uniquely for each subject, a sequence of nine pairs of portfolios
from which subjects chose during the second part of the experiment.
FIG. 2.—Disappointment aversion parameter: NLLS versus MMI (SSQ)
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Each pair included one risky portfolio, where outcomes differed across
states, and one safe portfolio, where the subject obtained a certain payoff
regardless of the state. Note that the subjects were unaware of the back-
ground calculation and the relation between the two parts of the experi-
ment.
In total, each subject made 31 choices across the two parts of the exper-

iment. After both rounds were completed, one of these rounds was selected
randomly to be paid according to the subject’s choice. For whichever round
was selected, subjects were asked to flip a coin in order to determine for
which state they would be paid. The choices were made over quantities of
tokens, which were converted at a 2∶1 exchange rate to Canadian dollars.
Subjects were paid privately upon completion of the experiment, and their
earnings averaged about C$19.53 in addition to a fixed fee of C$10.00 for
showing up to the experiment on time.
B. Part 1: Linear Budget Sets
In this part of the experiment subjects chose portfolios of contingent as-
sets from linear budget sets. Each portfolio, xi 5 ðxi

1, x
i
2Þ, consisted of

quantities of tokens such that subjects received xi
1 tokens if state 1 oc-

curred and x i
2 tokens if state 2 occurred, with each state equally likely

to occur. Portfolios were selected from a linear budget set, defined by nor-
malized prices, pi, and displayed graphically via a computer interface. All
participants faced the same budget sets and in the same order; however,
this was not known to the subjects.
The interface was a two-dimensional graph that ranged from0 to 100 to-

kens on each axis. Subjects were able to adjust their choices in increments
of 0.2 tokens with respect to the x-axis. Additionally, token allocations are
rounded to one decimal place. Screen shots of the graphical interface are
included in Section 6.1 of the appendix. Subjects chose a particular port-
folio by left-clicking on their desired choice on the budget line and were
asked to confirm their choice before moving on to the next round. Sub-
jects were restricted to choose only those points that lie on the boundary
of the budget set to eliminate potential violations of monotonicity.21

The budget sets, and associated prices, were specifically chosen to ad-
dress two issues. First, a sufficient overlap between budget sets is required
21 Two special cases were treated slightly differently by the interface. First, when subjects
chose a point close to the certainty line, a dialog box appeared that asked them if they
meant to choose the allocation in which the values in both accounts are equal, guarantee-
ing themselves a sure payoff, or if they prefer to stick with the point they chose. Second,
when subjects chose a point that is close to either axis, a dialog box appeared that asked
them if they meant to choose a corner choice or if they prefer to stick with the point they
chose. This is done to overcome mechanical aspects of precision in the interface at points
that have specific qualitative significance.
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so that a GARP test will have sufficient power.22 Second, an emphasis on
moderate price ratios was required to identify the role of first-order risk
aversion/seeking (represented by b) in the subject’s preferences. For fur-
ther details on the budget lines selection, see Section 6.2 of the appendix.
C. Part 2: Pairwise Choices
Upon completion of the tasks in part 1, the subject’s choices were used to
recover structural parameters for the disappointment aversion functional
formwithCRRAusingbothNLLS andMMI (SSQ). These two sets of param-
eterswereused to construct a sequenceofninepairwise choiceproblems. In
each pairwise comparison, subjects chose one of two portfolios—one risky
portfolio (where payoffs differ across states) and one safe portfolio (where
the payoff is certain)—represented as points in the coordinate system.23

As preferences are a binary relation over bundles, pairwise choices al-
low us to directly observe the subject’s preferences in their most funda-
mental form. Therefore, we employed a pairwise choice procedure to ad-
judicate between the two sets of recoveredparameters, v̂NLLS 5 fb̂NLLS, r̂NLLSg
and v̂MMI 5 fb̂MMI, r̂MMIg. Given a risky portfolio, xR, we calculated the cer-
tainty equivalent, CEi (CEj), for both sets of parameters, v̂i ðv̂jÞ, where i,
j ∈ fNLLS, MMIg. In the case in which both b̂NLLS > 0 and b̂MMI > 0 (both
recovered preferences are convex), we selected the safe portfolio to be
the midpoint between the two certainty equivalents, xS 5 ðCEi 1
CEjÞ=2. Then if CEi > CEj , in ranking the risky portfolio xR and the safe
portfolio xS, v̂i induces a preference for the risky portfolio while v̂j induces
a preference for the safe one. Since pairwise choices reveal the DM’s un-
derlying preferences, choice of the risky portfolio reveals that the set of
parameters v̂i better approximates the DM’s preferences, while choosing
the safe portfolio reveals the opposite.
In the case in which at least one recovery method resulted in an elation

seeking preference (b̂NLLS < 0 or b̂MMI < 0), part 2 of the experiment en-
abled us to identify the extent of nonconvexity of the underlying prefer-
ences, in addition to driving a wedge between the two sets of parameters.
To achieve this additional goal we note that for locally nonconvex prefer-
ences the certainty equivalent may exceed the expected value for some
risky portfolios. Therefore, the pairwise choice procedure searched for
22 For a detailed analysis of a test that demonstrates that this set of budget sets is suffi-
ciently powerful, see Sec. 6.2 of the appendix.

23 A fundamental design requirement was that subjects would view the two related but
distinct tasks in the same frame. Hence, the interface was designed so that the pairwise
choice problems were presented in the same two-dimensional coordinate system as the
budget lines task. Moreover, as most subjects view the pairwise choice as a more primitive
task, the instructions were written so that part 1’s interface was presented through a natural
extension of a pairwise choice task. See the instructions in Sec. 6.1 of the appendix.

This content downloaded from 132.066.166.123 on December 20, 2018 08:05:44 AM
All use subject to University of Chicago Press Terms and Conditions (http://www.journals.uchicago.edu/t-and-c).



1580 journal of political economy

All
a risky portfolio xR, such that CEjðxRÞ < E ½xR � < CEiðxRÞ, and chose the
safe portfolio, xS, such that xS 5 E ½xR �.24 Similarly to themidpoint design,
choice of the risky portfolio reveals that the set of parameters v̂i better ap-
proximates the DM’s preferences, while choosing the safe portfolio re-
veals the opposite. In addition, the choice of the safe (risky) portfolio re-
veals local risk aversion (seeking) in the neighborhood of the portfolio
xR, providing direct evidence to the extent of nonconvexity of the under-
lying DM’s preferences.25

To investigate the nature of local risk attitudes across subjects, the pair-
wise choice problems were constructed so that in six of them the risky
portfolio was of low variability while in the other three problems, the risky
portfolio was of high variability. For a detailed description of the algorithm
that constructs the pairwise choices, see Section 6.3 of the appendix.
D. Incentive Compatibility
Finally, two comments regarding the incentive compatibility of this de-
sign. First, since this is a chained experimental design, had subjects been
aware that parts of the experiment are connected and understood the
precise structure of the pairwise choice procedure, they may have been
able tomanipulate their choices in order tomaximize their expected gains.
We are confident that this is not the case since the instructions and the ex-
perimental procedure were designed carefully not to reveal that the portfo-
lios offered in part 2 were calculated on the basis of the choices in part 1.
Moreover, an extremely detailed knowledge of the experimental design
and the recovery procedures is essential in order tomanipulate the choices
successfully.
Second, subjects were paid according to their decision in a randomly

selected problem. If subjects isolate their decisions in different problems,
this payment system is incentive compatible. If they had integrated their
decisions (by reducing the compound lottery induced by the random in-
centive system and their decisions), their choices would have been biased
toward expected utility behavior (b 5 0), a pattern observed for only
about 40 percent of the subjects, as will be shown in Section VIII.B.
VII. Results: Pairwise Choice
The results of part 1 of the experiment exhibit patterns broadly similar to
those reported in Section V for the data sets gathered by Choi et al. (2007)
24 Since risk attitude depends on both b and r, it is possible to have b < 0 and have the
associated utility function exhibit risk aversion with respect to some risky portfolio. How-
ever, b < 0 is sufficient for a utility function to display, at least locally, risk-seeking behavior
with respect to portfolios with small variance.

25 The safe portfolio was the preferred alternative by the MMI recovery method in 927 of
the 1,827 pairwise choices in our sample (50.7 percent).

This content downloaded from 132.066.166.123 on December 20, 2018 08:05:44 AM
 use subject to University of Chicago Press Terms and Conditions (http://www.journals.uchicago.edu/t-and-c).



parametric recoverability of preferences 1581
(see Sec. 7 of the appendix).26 We use these results extensively (together
with the results of Choi et al.) in Section VIII to demonstrate several im-
portant implications of theorem 2.
The current section, however, is devoted to the results from part 2 of

the experiment. This part was designed so that in each pairwise compar-
ison, one of the portfolios is preferred according to the recovered param-
eters of theMMI (SSQ) and the other is preferred according to the recov-
ered parameters of theNLLS.Hence, in this sectionwe analyze the choices
of the subjects to infer the relative predictive accuracy of the two recovery
methods.
The results provided here are based on the full sample. As the com-

plete sample includes subjects and choices that arguably should not be
included in such a comparison (as the choices in part 1 are too inconsis-
tent or the algorithm could notmeaningfully separate the recoverymeth-
ods), Section 8 of the appendix reports similar results for a refined sample.
In the following, statistical significance is defined with respect to the

null hypothesis that MMI predictions are not better than random predic-
tions, which entails a one-sided binomial test. The p-values should be in-
terpreted as the likelihood that the MMI correctly predicts x or more out
of n choices correctly by chance alone. Results are reported at the aggre-
gate and individual levels.
A. Results

1. Aggregate Results
In the aggregate analysis we treat all observations as a single data set. The
first row of table 2 reports the predictive success of the MMI recovery
method over all 1,827 observations (203 subjects times nine observations
per subject). The next two rows report similar results for the low-variability
and high-variability portfolios separately. These results suggest that the
MMI is a significantly (p-value smaller than 1 percent) better predictor of
subjects’ choices both overall and for the two subclasses of portfolios sep-
arately (at an odds ratio of approximately 1.17).
2. Individual Results
For the individual-level analysis each subject is treated as a single data
point. Denote the number of correct MMI predictions by X. With only
nine choices per subject it may be difficult to declare one of the twometh-
ods as decisively better for moderate values (X ∈ f3, 4, 5, 6g), as the prob-
26 The data gathered in the experiment are available in a separate Excel file named Ha-
levy et al (2017)—Data. The disaggregated results of part 1 are available in a separate Excel
file named Halevy et al (2017) Part 1—Results, both in the online data archive.
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ability of getting each one of these values at random is greater than 15 per-
cent.Hence, table 3 reports thenumber of subjects for whomonemethod
was decisively better—able to predict more than two-thirds of the choices
correctly (X ∈ f0, 1, 2, 7, 8, 9g).
There are 103 subjects for which one recovery method was decisively

better. The probability that one recovery method would be decisively bet-
ter by random prediction alone for a single subject is approximately
18 percent, so the probability of having 103 decisive predictions out of
203 subjects is close to zero. One preliminary conclusion is that our de-
sign and algorithm were able to separate the predictions made by NLLS
and MMI effectively.
The empirical distribution of correct MMI predictions is significantly

different from a null hypothesis of random prediction.27 As is evident
from table 3, MMI is a significantly better predictor at the individual level
as well (one-sided p-value .038), as it is a decisively better predictor for
45 percent more subjects than NLLS.28
B. Disappointment Aversion
1. Definite versus Indefinite Disappointment Aversion

To further our understanding of the results we divide the sample into two
classes according to the recovered parameters. The definite disappoint-
ment averse (DDA) group is composed of those subjects for whom both
methods recover b ≥ 0, whereas the indefinite disappointment averse
(IDA) group is composed of those subjects for whom b is negative for one
or both recovery methods. The DDA group includes 150 subjects while
the other 53 subjects belong to the IDA group.
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In the aggregate analysis we treat the whole set of observations as a sin-
gle data set with 1,350 observations for the DDA group and 477 for the
IDA group. Table 4 demonstrates that theMMI recoverymethod remains
a better predictor in both groups. When the sample includes only the
DDA group, the advantage of the MMI is significant at the 5 percent level
(but the advantage is not significant in the refined sample; see table 4 in
Sec. 8 of the appendix). However, when the sample includes only the IDA
group, the advantage of theMMI recovery method is highly significant in
spite of the smaller sample size (and is robust to the refinement).
At the individual level table 5 shows that although the MMI recovery

method predicts decisively better than NLLS in both DDA and IDA,
the difference in predictive accuracy within the DDA group is insignifi-
cant. However, the difference within the IDA group is substantial and sta-
tistically significant as MMI predicts decisively for almost twice as many
subjects for which NLLS predicts decisively.
2. Definite Elation Seeking
Further, we focus on a subset of the IDA group, referred to as the definite
elation seeking (DES) group, that includes the 29 subjects for whomboth
recovery methods recover b < 0. The MMI recovery method predicted
correctly 163 of the 261 choice problems these subjects encountered,
which amount to 62.5 percent of the observations. Hence, the difference
between the recoverymethods within theDES group is evenmore substan-
tial than in the whole IDA group, and it is highly significant (p-value <
.0001).
The individual results are similar: for 20 out of the 29 subjects in the

DES group, one recovery method predicted decisively better (more than
two-thirds of pairwise choices) than the other, and for 75 percent of them
(15 out of 20) theMMI produced the better prediction (p-value5 .0207).
These results suggest that the difference in predictive success between
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the MMI and NLLS recovery methods can be attributed mostly (but not
only) to subjects for whom the recovery methods resulted in apparent
nonconvex preferences.
3. MMI versus NLLS When Preferences
Are Nonconvex
The pairwise comparisons in part 2 of the experiment allow us to directly
observe the subject’s preferences in these nonconvex regions of their in-
difference curves. Our results imply that the MMI recovers a significantly
more accurate representation of subject preferences when the underly-
ing preferences are nonconvex.
Specifically, for 21 of the 29 subjects in the DES group (72.4 percent)

the disappointment aversion parameter recovered by the NLLS is more
negative than the one recovered by theMMI.29While we cannot conclude
that NLLS systematically overstates the extent of elation seeking, this pat-
tern of differences does correspond to particular patterns of choices ob-
served in part 1 of the experiment. Figure 3 illustrates the choices from
part 1 of the experiment for four characteristic subjects as well as their
corresponding parameter estimates. Generally, as the subject’s choices
drift farther from the certainty line, the greater is the difference between
the parameter recovered by the NLLS and the MMI recovery methods.
C. Illustrative Discussion
To conclude this section we wish to suggest an informal explanation for
our finding. Briefly, when choices are induced by nonconvex preferences
for which themodel is misspecified, the NLLS recovery method will most
probably pick a set of parameters that implies greater nonconvexity than
implied by the set of parameters recovered by the MMI method. The re-
sults of part 2 of the experiment suggest that the parameters recovered by
theMMI are considerably better in predicting the subjects’ choices in the
nonconvex region.
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To demonstrate the multiplicity of approximated preferences given
the same data set, consider two simulated subjects with preferences rep-
resented by the utility functions u and u0 with the characteristic indiffer-
ence curves shown in figure 4A. Faced with the same sequence of linear
budget sets as our subjects in part 1 of the experiment, the implied opti-
mal choices for these simulated subjects are exactly the same and are
illustrated in figure 4B.30 This pattern of choices is highly structured and
may result from a reasonable heuristic according to which the subject
wants to guarantee a payment of 10 tokens but is willing to bet with the
remainder of her income on the cheaper asset (unless the relative prices
are extreme). In order to approximate this behavior within theDAmodel,
FIG. 3.—Patterns of choice: nonconvex preferences: A, subject 1203; B, subject 1512;
C, subject 2203; D, subject 301.
30 Notice that the pattern of choice for these simulated subjects is very similar to that of
subject 301 in fig. 3D. Not surprisingly, the recovered parameters for our simulated subject
are also very similar to those of subject 301: bMMI 5 20:24, rMMI 5 0:40, bNLLS 5 20:91, and
rNLLS 5 1:55.
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which does not span this heuristic, NLLS resorts to substantial noncon-
vexity while theMMI can rationalize these choices without making strong
claims on behavior that is unobservable using linear budget lines. For an
informal demonstration, see Section 9 of the appendix.
VIII. Results: Choice from Budget Lines
The usage of theMMI as a recoverymethod relies on the observation that
it can be decomposed into an inconsistency index, which is independent
of the specific utility function evaluated, and a misspecification index,
which depends on the subset of utility functions considered. Given two
parametric families U and U0, a researcher will calculate the value of the
MMI loss index for each family (IM ðD, f , U0Þ and IM ðD, f , UÞ), and since
both incorporate the same inconsistency measure, IV(D, f ), the data set
D may be better approximated by U or U0 depending on the magnitude
of the loss index. Moreover, an important implication of fact 5 is that if
we impose an additional parametric restriction on preferences, the mis-
specification will necessarily (weakly) increase. If U0 is nested within U,
the difference between the value of the loss indices at U and U0 is a mea-
sure of themarginalmisspecification implied by the restriction of U toU0.
In this section we demonstrate the application of these insights for

evaluating nested and nonnested model restrictions in the two experi-
mental data sets.We perform a subject-level analysis for the data collected
in part 1 of the experiment and the data collected by Choi et al. (2007).
We begin by evaluating the misspecification implied by the disappoint-
ment aversion functional form (with CRRA and CARA utility functions).
Then we demonstrate the evaluation of nested parametric restrictions by
FIG. 4.—Two simulated subjects: A, typical indifference curves; B, choices given the lin-
ear choice problems presented in part 1 of the experiment.
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measuring the misspecification implied by restricting the functional form
to expected utility. Finally, we compare the CRRA and CARA functional
forms as an example for the evaluation of nonnested model restrictions.31
A. Evaluating Misspecification
Using the decomposition of theMMI into the Varian inconsistency index
(measure of consistency) and a residual that measures misspecification,
we can calculate the misspecification for each subject.
One practical challenge is that the calculation of the Varian inconsis-

tency index is computationally hard. However, as discussed in detail in
Section 2.1 of the appendix, we are able to calculate the exact values (or
very good approximations) of this index for most of the subjects in the
two samples.
Table 6 provides some descriptive statistics on the misspecification in

the recovered preferences of subjects for whom the Varian inconsistency
index was calculated exactly or with tight approximation. It demonstrates
that for approximately two-thirds of them, the disappointment aversion
model entails less than 5 percent misspecification. In addition, table 6
provides a preliminary evidence that, on an aggregate level, the disap-
pointment aversionmay bemoremisspecifiedwithCARA thanwithCRRA.
The bottom two rows of table 6 suggest that in both samples, the por-

tion of misspecification in the loss index is considerably larger than the
portion of inconsistency. In fact, there are almost no subjects for whom
the portion of inconsistency is larger than the portion of misspecifica-
tion.32
B. Evaluating a Restriction to Expected Utility
Expected utility is nested within the disappointment aversion model, sat-
isfying the restriction that b 5 0. We evaluate whether or not this restric-
tion is justified by examining the additional misspecification implied by
this restriction.33 Given the choice of functional form (disappointment
31 For conciseness, throughout this section we use the SSQ aggregator. Similar calcula-
tions are available using the MEAN aggregator in the results file Choi et al (2007)—Results
and Halevy et al (2017) Part 1—Results in the online data archive.

32 Since those subjects for whom the Varian inconsistency index could not have been cal-
culated properly were dropped, the sample slightly overrepresents the less inconsistent
subjects.

33 In the results files in the online data archive (Choi et al (2007)—Results and Halevy
et al. (2017) Part 1—Results), we include descriptive statistics of the parameter frequencies
in 1,000 resamplings of each individual data set in every reported recovery scheme. Poten-
tially, we could have used these distributions to evaluate whether the restriction can be re-
jected. However, since we do not provide any proof that these resamplings indeed recover
confidence sets for the parameters, we merely interpret them as a measure for the sensitiv-
ity of the recovered parameters to extreme observations.
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aversion with CRRA or CARA utility index), we use the ratio ½IM ðD, f ,
EU Þ2 IM ðD, f , DAÞ�=½IM ðD, f , DAÞ 2 IV ðD, f Þ�, whereDA stands for thedis-
appointment aversion (unrestricted) model, EU stands for the expected
utility model, and f is the chosen aggregator.
If the restriction to expected utility implies a proportional increase in

the misspecification of more than 10 percent, then we tend to reject the
expected utility specification. Included in the sample are subjects whose
Varian inconsistency index was calculated exactly or with good approxi-
mation and whose measured misspecification of the disappointment
aversion model was less than 10 percent, implying that it is a reasonable
model to capture their choices.
The results in table 7 demonstrate that choices of between one-third

and one-half of the subjects are well approximated by the expected utility
model, while for the others (more than half) the restriction to expected
utility implies a substantial increase in misspecification.
C. Comparison of Nonnested Alternatives
The MMI also allows the researcher to evaluate nonnested alternatives.
Here, we compare two utility indices for the disappointment aversion
functional form—CRRA and CARA. We can calculate the extent of mis-
specification implied by each functional form and select the functional
TABLE 6
Misspecification Using the Disappointment Aversion Functional Form

Part 1 of the

Experiment Choi et al. (2007)

CRRA CARA CRRA CARA

Number of subjects with at most 5%
misspecification 136 127 26 23

(68%) (63.5%) (68.4%) (60.5%)
Number of subjects with at least 10%
misspecification 4 10 3 6

(2%) (5%) (7.9%) (15.8%)
Subjects for whom misspecification
is more than 90% of the MMI 149 153 26 27

(74.5%) (76.5%) (68.4%) (71.1%)
Subjects for whom misspecification
is less than 50% of the MMI 0 0 1 1

(0%) (0%) (2.6%) (2.6%)
Original sample 203 subjects 47 subjects
Consistent 92 (45%) 12 (26%)
Dropped 3 (1.5%) 9 (195)
Inconsistency level At most 6% At most 2.5%
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form that represents a decision maker’s preferences best on a subject-by-
subject basis.
Table 8 reports that choices made by about three-quarters of subjects

are better approximated by the disappointment aversionmodel with CRRA
than with the CARA utility index.
This result strengthens if we restrict the samples to include only those

subjects who are not too inconsistent (i.e., the Varian inefficiency index
was calculated exactly or with good approximation) and the difference
between the models is substantial (i.e., the difference in misspecification
between the two models is greater than 10 percent).
IX. Conclusions
This paper proposes a general methodology to structurally recover pa-
rameters (in the current study preferences) based on minimizing the in-
compatibility between the ranking information encoded in choices and
the ranking induced by a candidate structural model (here utility func-
tion). We show that this incompatibility can be decomposed into an in-
consistency index, which measures how far the data are from optimizing
behavior (GARP), and a remainder that captures the model’s misspeci-
fication, which is in the researcher’s control. This approach is applicable
to a variety of incompatibility indices and aggregator functions.
All us
TABLE 7
Evaluating the Restriction to Expected Utility

Part 1 of the Experiment Choi et al. (2007)

CRRA 40.8% (80 of 196) 32.4% (11 of 34)
CRRA 44.7% (85 of 190) 45.2% (14 of 31)
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TABLE 8
Choice of Utility Index

Part 1 of the Experiment Choi et al. (2007)

Full sample 71.4% (145 of 203) 80.9% (38 of 47)
Restricted sample 88% (103 of 117) 80% (24 of 30)
mber 2
ttp://w
Note.—The percentage of subjects with lower misspecification using CRRA than CARA
(number of subjects better approximated by CRRA than CARA out of the number of sub-
jects in the sample). The full sample includes all subjects for whom the loss function was
calculated. The restricted sample includes subjects whose Varian inefficiency index was cal-
culated exactly or with good approximation and the difference in misspecification be-
tween the two indices is greater than 10 percent.
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We demonstrate the proposed method in an environment of choice
under risk and show that it may lead to different recovered parameters
than standard NLLS, which represents recovery methods that minimize
the distance between the observed data and the model’s prediction. In
order to compare the two methods on the basis of an objective criterion,
wedesign andexecute an experiment thatdistinguishes between themeth-
ods on the basis of their predictive success in out-of-sample pairwise com-
parisons. The results demonstrate that the proposed recovery method
does a better job in predicting choices, especially when choices imply
nonconvex preferences—an environment in which minimizing the dis-
tance between observed and predicted choices is problematic. Although
the goal of the experiment is to distinguish parametric recoverymethods,
it is fully based on a subject’s choices: her choices in part 1 (choice from
linear budgets sets) determine the pairwise comparisons she will face
in part 2, and her choices in the latter part inform an outside observer
which recovery method provides better predictions. Moreover, choices
made in pairwise comparisons reveal preferences in their purest form
and permit their identification in scenarios in which other elicitation
methods can only provide bounds.
The empirical analysis followed the theoretical decomposition result,

which allows a researcher to evaluate the change in misspecification im-
plied by nested and nonnested models. In the context of choice under
risk, we demonstrate the relative importance of misspecification relative
to inconsistency and that although a nonnegligible minority of the sub-
jects are well approximated by the expected utility model, the choices of
the majority of subjects are better approximated by a more general model
of non–expected utility.
The current investigation includes theoretical foundations, empirical

implications, and experimental evaluation, but we view it only as a neces-
sary first step in integrating insights from revealed preference theory into
otherwise standard structural recovery problems in economics. Themodel
selected here is simple (utilitymaximization) yet central in economics and
finance. The implied nonconvexities are noncoincidental, as they result
from a reasonable calculated procedure. We believe that an important
next step in this research program is the integration of a stochastic compo-
nent into the present deterministic model, while retaining the crucial dis-
tinction between inconsistency and misspecification.
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