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Abstract

Eliciting individuals’ preferences is vital for testing decision-making theories and informing
policymakers and businesses. Traditional static methods, such as exhaustive pairwise compar-
isons, are often impractical and susceptible to intransitivities. We propose introducing dynamic
methods that utilize information as it unfolds, offering significant benefits for experimentalists
in Economics and Psychology. The design follows a between-subject “horse race” structure of
ranking an even number of alternatives n, with participants visiting the laboratory twice, sep-
arated by one week. During the first visit, the alternatives are divided into § distinct pairs,
sequentially posed to subjects. The resulting elicited partial order, =P, is largely free from
behavioral biases. In the second visit, participants are randomly assigned a method. Each
method k produces a complete strict order, =*. We evaluate methods based on the consistency
of =F with =7, assuming that greater consistency indicates fewer biases. So far we executed a
between-subject hypothetical online experiment comparing seven static and dynamic methods
using “neutral” items (WYSIWYG, non-numeric, comparable in terms of price and utility) with
843 American subjects on Prolific. Our findings suggest that the “Removing the Best” method,
which involves sequential selection of the best alternative in the set, offers a promising dynamic
alternative to the static “All Pairwise” method (exhaustive pairwise comparisons), particularly
for sets of alternatives that are not very small. Next, we aim to refine dynamic elicitation meth-
ods by focusing on participant heterogeneity and well-studied domains, such as risk attitudes

and social preferences.

1 Introduction

Eliciting individuals’ preferences is fundamental for testing decision-making theories in the labo-
ratory and for enabling policymakers and businesses to better understand relevant individual be-
havior. Since the 1970s, substantial efforts have been made to study individual preferences within
laboratory settings. Most of this literature employs experimental preference elicitation methods in
which subjects are presented with a series of choice problems to reveal their preference ordering
within a specified context.

A commonly used approach, particularly when the set of alternatives is “small enough,” involves
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asking subjects to make all possible pairwise comparisons (e.g., ( ),

(1992), (2010), (2010), (201%)). However,

this method raises two significant challenges. First, as the number of alternatives increases, the

. . . . -1
number of required comparisons grows rapidly, following a %

larger sets. Second, participants’ choices often violate transitivity, which prevents researchers from

pattern, making it impractical for

establishing a strict linear ordering to represent preferences (e.g., ( )). Although
extensive literature exists on constructing a complete order from intransitive choices (e.g.,

( ), ( ), ( )), an alternative approach involves
using elicitation methods that impose transitivity.

A major shortcoming of most current experimental designs for preference elicitation, including
the method just described, is their static nature. We propose that the gradual accumulation of
information about a participant’s preferences can be leveraged dynamically to enhance the elici-
tation process. Specifically, a preference elicitation method is classified as static if each step in
the sequence is determined independently of previous responses. By contrast, dynamic methods
respond adaptively, utilizing previously obtained data to tailor subsequent questions, thereby im-
proving the efficiency of preference elicitation. This study aims to introduce, evaluate, and compare
various dynamic experimental preference elicitation methods to advance the design and execution
of preference elicitation experiments.

Furthermore, preference elicitation methods often raise concerns related to bounded rationality.

It has been well-documented that participants’ choices can be influenced by order effects (e.g.,

( )), limited attention (e.g., ( )), context ef-
focts (e.g., (1982), (1989), (2007),
( )), history dependence (e.g., ( ), ( ), ( ), fatigue (e.g.,
( ), ( )), and cognitive load (e.g.,
( ), ( ), ( )). Additionally, decision-making heuristics intended
to simplify choices (e.g., ( ), ( ), ( )) may result

in choices that do not accurately reflect participants’ true preferences. Recognizing these issues,
we have designed our proposed methods to account for, and mitigate, behavioral biases whenever
possible. In cases where full control over expected biases is unattainable, we plan to measure and
evaluate their impact, providing insights into their influence on preference elicitation.

Existing experimental designs have already explored dynamic preference elicitation, with much
of this work, particularly in Marketing (though not exclusively), assuming some parametric utility
representation and utilizing dynamic experimental designs to optimize the elicitation process. For
example, ( ) apply this approach to investigate loss aversion, ( )
implement it in the contexts of risk and time preferences, ( ) use it for model
selection in risk-related contexts, and ( ) apply it to group decision-making
applications. Additionally, ( ) compare parametric risk preference elicitation

methods by generating real-time pairwise choices that differentiate between them.

'For instance, 10 items necessitate 45 comparisons, while 20 items require 190 comparisons, and so on.



A distinct non-parametric approach employs bisection search techniques (commonly referred to
as “staircase tasks”) to derive meaningful numerical values for behavioral parameters. For instance,
( ) use staircase tasks to elicit time and risk attitudes through a limited number
of survey questions. ( ) adopt a non-parametric dynamic design known as “even
swap” to directly gauge the strength of preferences between lotteries. Similarly, ( )
apply adaptive pricing in laboratory-based willingness-to-pay elicitation tasks to mitigate "corner'
subjects—those who consistently choose or avoid the no-purchase option. Our focus, however, is on
a non-parametric approach that aims to recover the complete preference relation of subjects over
a finite set of alternatives.
The overarching objective of this project is to transition dynamic preference elicitation from
a tailored solution for specific experimental contexts to a standardized set of methods with well-
known properties. Unlike much of the current literature, we will elicit ordinal, non-parametric
preferences over goods that cannot be naturally represented by numerical values. Once the funda-
mental properties of these methods have been examined in a neutral context, the investigation could
be carefully extended to include preferences over objects that can be expressed numerically (e.g.,

lotteries, temporal rewards, wealth distribution), which are of considerable interest to economists.

2 The Experimental Design

Suppose we have an even number of alternatives, denoted n, and m methods of elicitation. The
n alternatives are divided into § distinct pairs. These 5 choice problems are then posed to the
subject sequentially. This static sequence of pairwise choice problems allows for the elicitation of a
partial ordering over the grand set of alternatives, with minimal exposure to the behavioral biases
discussed previously. Denote this elicited partial order as >-P.

For each method k, denote the elicited complete strict order by =*. Methods where a complete
strict order is not guaranteed require appropriate adaptations, as demonstrated in subsequent ex-
amples. Our criteria for ranking different elicitation methods hinge on the consistency of >=* with
=P. Specifically, method k is considered superior to method &’ if the degree of consistency between
>k and ~P is greater than that between =* and =?. While we refrain from asserting that = rep-
resents true preferences, we intentionally elicit this partial ordering to minimize known behavioral
effects. Our primary assumption is that a strict order closer to >? is more likely to be free of such
biases.

The general experimental design follows a straightforward between-subject “horse race” struc-
ture. Each participant visits the laboratory twice, with a one-week interval between sessions.
During the first visit, we elicit ~? by presenting the subject with § pairwise choice problems in-
volving distinct alternatives. In the second visit, participants are randomly assigned to one of the
elicitation methods. After this visit, we elicit =* for the assigned method k. Possible order effects
are controlled by diversifying and randomizing the sequences of alternative presentations in both
parts.

The degree of consistency between a complete order and the partial order >P is naturally mea-
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Figure 1: The alternatives.

sured by the number of inconsistencies, represented as an integer between zero and 5. We denote
this measure by ay, referring to it as the “Hits index.”

An alternative, complementary measure is the “Rank index,” denoted by Sr. Suppose that in
pairwise choice problem ¢, the subject selected alternative a over alternative b. Denote the ranking
of alternative a in =¥ as r, and the ranking of alternative b as ry. If 74 > 74, then Bi. = 0; otherwise,
BE = rp — rq. The rank index is defined as 8 = Zt%:l ﬁ,i. The rank index represents the sum,
across the first visit’s choice problems, of the minimal number of swaps of consecutive alternatives
in the ranking of =¥, required for the new ranking to align with the corresponding first visit’s

choice. Thus, f}, quantifies the extent of inconsistency between =* and >?.

3 Horse Race in a “Neutral Environment?”

In this work, we focus on a between-subject hypothetical online laboratory experiment aimed at
establishing the usefulness of various dynamic elicitation methods within a "neutral" environment.
We conduct a between-subject "horse race" comparing several dynamic and static methods. We
describe the environment as neutral because the set of alternatives, shown in Figure |, is composed
of “What You See is What You Get” items that are non-numeric and comparable in terms of
price and utility. To introduce our approach, we first describe the competing methods. We then
provide details of the experimental design, followed by a presentation of the results from our online
experiment. We conclude the discussion by highlighting key findings that motivate the subsequent

stages.

2In this measure, the complete ordering is derived after the partial set of problems. A similar measure, called hit
rate, is used in prediction tasks where the predicting object is gathered before the predicted object. We chose this
sequence of data collection to eliminate any method-specific effects on our benchmark.

3The rank index is inspired by the “Swaps index” introduced by ( ). In

( ), the swaps index for an observation is the number of elements in choice set A that are ranked

higher than the chosen element a € A according to the preference relation . In our setting, ax corresponds to the
swaps index. The rank index measures the number of elements ranked higher than the chosen alternative but not
higher than the unchosen alternative within the complete strict order =*.



The Competing Elicitation Methods

We focus on two static and five dynamic elicitation methods. The dynamic methods were specifically
chosen to address various biases discussed previously. For example, all suggested methods are
dynamically designed to tackle the issue of “past-dependent choices”; some methods reduce the
number of choices participants need to make, thereby mitigating decision fatigue, while others
focus on reducing the size of the choice set to alleviate issues related to choice overload and context

effects. Table | below summarizes these considerations.

Static Methods

All Pairwise Choices: The subject is presented with all possible pairwise choice problems in-

volving elements from A, with no specific order (a total of @ choice problems).

Static Grand Set Ranking: The subject is presented with the complete set of alternatives and
asked to rank them from the best to the worst. (See ( ) for its use of Static

Grand Set Ranking and ( ), who refer to this method as Contingent Ranking.)

Dynamic Methods

Bottom Up: The subject begins with a pairwise choice between a; and ao. If she chooses aq, it
is inferred that aq is ranked above ao. The next pairwise choice problem involves the lowest-ranked
alternative (a2) and the next alternative in the predefined order (as). If as is chosen, a; is ranked
first, as second, and ag last. If ag is chosen, the next comparison is between a3 and aq. If ay is
chosen, aq remains first, ag second, and as last; otherwise, ag is ranked first, a1 second, and as last.
To incorporate aj into the existing ranking of k — 1 alternatives, the subject compares a; with the
lowest-ranked alternative. If not chosen, it is ranked in the k" position. If chosen, the comparisons
continue iteratively up the ranking until aj is not chosen (or is chosen over the highest-ranked
alternative). The new ranking will include ay just below the alternative it was not chosen against
(or first if it was always chosen). This process continues until all alternatives are ranked. While
a total of @ comparisons may be needed in the worst case, only W comparisons are

needed on average.

Top Down: The subject starts with a pairwise choice between a; and as. If aq is chosen, it is
inferred to be ranked above as. The next pairwise choice involves the highest-ranked alternative
(a1) and the next alternative (ag). If ag is chosen, it is ranked first, with a; second and a9 last. If

a1 is chosen, the next comparison is between as and as. The process continues similarly to place

4Proof by induction on n. For n = 2, “Bottom Up” requires one comparison, giving an average of 1 = W.

(n4+2)(n—1)
4

By induction, for n + 1 alternatives, the average comparisons for the first n alternatives is , with an

additional average of ”7“ comparisons required for the (n41)*" alternative (between 1 and n additional comparisons
in equal probability, ::1 %t = %w = "TH comparisons on average). Thus, the average comparisons for n + 1

(n+2)(n—1) n+l _ n(n+3)
—2 T =2 =77 -

alternatives is



Method Limited Atten- | Fatigue Past- Past-
tion dependent dependent
Context Effect Winner Loser

All Pairwise Choices Controlled Hard Uncontrolled Uncontrolled
(pairwise choices)

Static Grand Set Rank- || Uncontrolled Easy Uncontrolled Uncontrolled

ing

Bottom Up Controlled Intermediate| Controlled Uncontrolled
(pairwise choices)

Top Down Controlled Intermediate| Uncontrolled Controlled
(pairwise choices)

Removing the Best Uncontrolled Easy Controlled Controlled

Removing the Worst Uncontrolled Easy Controlled Controlled

Iterative Categorization | Intermediate Easy Controlled Controlled

Table 1: Properties of the elicitation methods.

ay, into the ranking, comparing it with the highest-ranked alternative first and progressing down

)). As with
(n+2£(n71)

the list until placement is determined (for a generalized version see (
Bottom Up, @ comparisons may be needed in the worst case, but on average, only
comparisons are needed.
Removing the Best: The subject is presented with the entire set of alternatives and asked
to select the best option. The process is repeated with the remaining alternatives until only one
remains. The literature on choice overload (e.g., ( )) suggests that large
sets may cause cognitive load and context effects in each step, especially at the beginning of the

process.

Removing the Worst: The subject selects the worst alternative from the complete set, with

the process repeating until only one alternative remains.

Equal Size Iterative Categorization: The subject divides the entire set of alternatives into

two equally sized (or nearly equal) subsets: “good” and "less good” alternatives. This process

continues iteratively until each subset contains only one alternative.

Summary

Table

Methods based on pairwise comparisons are expected to be robust against choice overload and

provides information on how well each method handles various aspects of behavioral biases.

context effects compared to methods that require choices from larger sets. We assume that fatigue

5An example of a removing-the-worst mechanism is found in British Conservative Party leadership elections (see

(2024)).

SVariations of iterative categorization may impose different restrictions on subset sizes. In extreme cases, no
restrictions are imposed.



Iterative categorization Choose between couple

Loss oo proucs Mo prtersaprocts

e bd @ ©
t o0
Static
T 0 = @ H S
& T o @ = e

Figure 2: The main screens.

is strongly correlated with the number of choices faced by the subject. Therefore, the static pairwise

choices method likely induces the highest levels of fatigue (M choices), while the Bottom Up

2
(M;ﬁ choices on average), and the other methods

and Top Down methods are intermediate
involve at most n choices are quick to complete. Past-dependence is controlled if the subject never
faces a choice between alternatives with differing histories of wins or losses ( ( )). While
static methods cannot mitigate this bias, dynamic methods control for at least one aspect (wins or
losses). Lastly, it is important to note that the widely used static all pairwise choices method is

the only method prone to intransitivities.

4 The Experiment

Between September 26, 2024, and November 8, 2024, we conducted the first-stage experiment on
the online experimental platform Prolific. Figure 2 exhibits the main screens in the interface.” The
sample consisted of 843 experienced American subjects aged 18-65."" Participants were informed
that they were expected to participate in two sessions, one week apart. The experiment was
hypothetical, and subjects received $0.67 for completing the first session and $1.83 for the second
session. A total of 66 subjects (7.83%) did not complete the first session, and 138 subjects
(16.37%) did not return for the second session. Consequently, our final sample comprised the
decisions of 639 subjects, with between 86 and 96 subjects per treatment. Table 2 provides a

detailed breakdown of these numbers by treatment.

"A link to an app the mimics the experiment outside of Prolific can be found

8We recruited subjects who had participated in between 100 and 5,000 experiments on Prolific and had completed
at least 90% of them.

9Due to a bug in the software implementing the Bottom Up and Top Down methods, 243 subjects from the first
wave were dropped and replaced with 255 newly recruited subjects in a second wave. The numbers in this proposal
refer only to the final dataset.

0The first session’s payment was based on a rate of $8 per hour for 5 minutes of participation, while the second
session’s payment was calculated at $11 per hour for 10 minutes. Only one participant required more than the
allocated time to complete the tasks.


https://preferences-en-testers.netlify.app/

Treatment Quit at Didn’t get to | Completed Perfect Average Average
first stage | second stage the task subjects | hits index | rank index
Remove the Best 10 16 96 31 (32.3%) 3.875 2.990
Remove the Worst 8 22 88 17 (19.3%) 3.705 3.795
Bottom Up 8 26 92 24 (26.1%) 3.783 3.196
Top Down 11 23 95 23 (24.2%) 3.758 3.463
Iterative Categorization 9 16 86 21 (24.4%) 3.535 3.767
Static Ranking 9 21 92 24 (26.1%) 3.630 3.674
All Pairwise 11 14 90 31 (34.4%) 3.956 2.422
\ Total (843) | 66 (7.83%) [ 138 (16.37%) | 639 [ 171 (268%) [ 3751 | 3334 |

Table 2: Descriptive statistics of the various treatments in the online experiment. The left-hand-
side columns describe the sample and the different attrition rates by treatment. The right-hand-side
describes the average performance of the subjects by treatment. Perfect subjects are those that
were fully consistent between the two visits to the laboratory (hits index of five).

Table 2 also provides unconditional averages for the two consistency indices. Recall that the
hits index for each subject ranges from zero to five. A score of five indicates complete consistency,
meaning that every pairwise decision made during the first laboratory visit is consistent with the
order elicited during the second visit. Conversely, a score of zero indicates complete inconsistency
across visits. Thus, a higher hits index signifies that the partial ordering elicited during the first
visit is “closer” to the complete ordering recovered in the second visit. The ranks index, on the
other hand, measures the degree of inconsistencies. For subjects who are fully consistent across
visits (hits index of five), the ranks index is zero (except for subjects who violated transitivity in
the all-pairwise method (see Footnote 11)). For subjects displaying inconsistencies, each pairwise
choice from the first visit that does not align with the ordering elicited during the second visit is
assigned a value based on the number of elements separating the two alternatives in the complete
ordering. Consequently, a lower ranks index indicates fewer inconsistencies and a “closer” alignment
between the partial ordering elicited in the first visit and the complete ordering recovered in the
second visit. Figure 3 exhibits the distribution of those indices by elicitation method.

As expected, Table 2 indicates that the “All Pairwise” method is the most effective elicitation
approach. However, only 34 subjects (37.8%) satisfied transitivity, meaning that for two-thirds of
the cases, researchers would need an additional method to resolve inconsistencies if a strict ordering
over the alternatives is desired. It is reasonable to expect that this issue would become even more
pronounced with larger sets of alternatives.

The “Removing the Best” method performs well, outperforming the other five methods. Its

proportion of perfect subjects is only two percentage points lower than that of the “All Pairwise”

"The hits index for subjects that faced the pairwise static method counts the number of pairwise choices from
the first visit to the laboratory were answered consistently in the second visit. The rank index requires that the
choices made in the second visit reveal a strict linear order. However, if transitivity is violated, this is not the case.
To overcome this shortcoming, following ( ), we calculated for each subject, the minimal
subset of choices that should be dropped in order for the data to be consistent. After dropping those choices, a strict
linear order can be formed. Note that (i) We were not able to complete this procedure for 7 subjects that require
dropping at least 4 choices; (ii) The process does not guarantee uniqueness of the strict linear order. In cases there
were multiple possible orders we picked one randomly.
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Figure 3: The upper graph represents the distribution of the hits index across treatments. The
lower graph represents the distribution of the rank index across treatments.

method. While its hits index is also close, the difference in the rank index is more substantial.
However, there is reason to believe that this measure may be biased downward for the “All Pairwise”
method (see Footnote |1).

Table 3 presents the results of four subject-level linear regressions. In Reg(1) and Reg(2), the
dependent variable is the Hits index, while Reg(3) and Reg(4) use the Rank index. We control
for group allocation in the first visit, the time elapsed between visits, the relative time spent on
decision-making within each method, age, gender, and whether the subject reported an ADHD
diagnosis. The method dummies were coded with "All Pairwise" as the benchmark. The first and
third regressions show that the consistency of choices made under the “Removing the Best” and
“Bottom Up” methods is not significantly different from that of the "All Pairwise" method.

In Reg(2) and Reg(4), we added a control for the transitivity of choices made in the second
visit. Since only participants assigned to the “All Pairwise” method could violate transitivity,
this addition sets the benchmark as the performance of those subjects who maintained transitivity
within the “All Pairwise” method. It turns out that subjects exhibiting intransitive choices in the
“All Pairwise” method are significantly less consistent with their first visit choices. In the Hits
index, transitive subjects average 4.206, while intransitive subjects average 3.804. In the Rank
index (with seven highly intransitive subjects removed), transitive subjects average 1.559, while
intransitive subjects average 3.02. Notably, in both indices, the performance of intransitive “All
Pairwise” subjects (62.2% of the sample) is inferior to that of participants in the “Removing the
Best” method.

Considering the high rates of intransitivity observed in the “All Pairwise” method and the



Dependent Variable: Dependent Variable:
Hits Index Rank Index
Reg (1) Reg (2) Reg (3) Reg (4)

Constant 3.415*** (0.389) 3.6248*** (0.408) 3.407** (1.361) 2.730* (1.414)
Methods

Removing the Best —0.072 (0.152) —0.310 (0.207) 0.556 (0.535) 1.373* (0.712)

Removing the Worst —0.255* (0.155) —0.494** (0.210) 1.402** (0.545) 2.222*** (0.721)

Bottom Up —0.158 (0.153) —0.396* (0.208) 0.761 (0.540) 1.577** (0.716)

Top Down —0.183 (0.152) —0.424** (0.208) 1.005* (0.536) 1.833** (0.717)

Iterative Categorization —0.415*** (0.156) | —0.653*** (0.210) 1.348** (0.548) 2.165*** (0.722)

Grand Set Ranking —0.297* (0.153) —0.535*** (0.208) 1.189** (0.540) 2.008*** (0.717)
Ezxperimental Condition

Group in first visit 0.079 (0.082) 0.080 (0.082) —0.165 (0.285) —0.166 (0.285)
Timing

Time between visits —0.012 (0.044) —0.006 (0.044) 0.080 (0.150) 0.054 (0.151)

Time on second visit 0.072* (0.042) 0.077* (0.042) —0.227 (0.153) —0.234 (0.152)
Demographics

Age 0.012*** (0.004) 0.011*** (0.004) —0.028** (0.013) | —0.027** (0.013)

Gender (female = 1) 0.154* (0.084) 0.147* (0.084) —0.509* (0.292) | —0.483* (0.292)

ADHD (not diagnosed=0, self report) 0.235** (0.108) 0.244** (0.108) —0.730* (0.373) —0.766** (0.373)
Transitivity

Is transitive? (no = 1) —0.383* (0.227) 1.388* (0.801)
R-squared 0.056 0.034 0.046 0.041
# of Observations 639 639 632 632

Table 3: Subject-level linear regressions. In Reg(1) and Reg(2), the dependent variable is the Hits index,
while Reg(3) and Reg(4) use the Rank index. The methods dummy variables are coded as one if the
subject encountered the particular method during their second laboratory visit and zero otherwise. The
variable “Group in first visit” is a dummy distinguishing between the two potential sets of problems
faced by subjects during their initial visit. “Time between visits” measures the interval between the
timestamps of the first and second laboratory visits. “Time on second visit” is represented as a z-score,
normalized relative to the subject’s own treatment, indicating the time spent on decision-making during
the second visit. The variable “ADHD” equals zero for all subjects who report being undiagnosed with
ADHD (the question was “Have you ever been diagnosed with Attention Deficit Hyperactivity Disorder
(ADHD)?”). “Is transitive?” is assigned a value of one if the subject’s choices violated transitivity, a
condition applicable only within the “All Pairwise” method.

appealing characteristics of the “Removing the Best” method—which requires only n — 1 choice
problems, eliminates past-dependence, ensures transitivity and exhibits good performance by both
indices—it appears that “Removing the Best” offers a compelling dynamic alternative to the static
“All Pairwise” approach, particularly for sets of alternatives that are not very small.

Two final observations regarding other methods: First, the “Bottom Up” method stands out as
the second-best dynamic method, demonstrating performance comparable to that of intransitive
“All Pairwise” subjects while requiring, on average, fewer than two-thirds of the choices. Second,
the “Static Grand Set Ranking” method shows surprisingly weak performance, appearing inferior

to all other methods except for “Iterative Categorization.”
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5 Next Steps

Robustness and Personalization in a “Neutral Environment”

One next step aims to deepen our investigation along two key dimensions: robustness and personal-
ization. To enhance robustness, we will employ a pre-registered, physical, non-hypothetical within-
and between-subject laboratory design. For personalization, we will explore participant heterogene-
ity, including variations in cognitive load management, concentration stamina, and decision-making
styles. The experimental methodology will build on the general experimental design introduced ear-
lier, closely resembling the first experiment but with two key modifications: (i) adopting a mixed
design to account for individual differences among participants, * and (ii) incentivizing the experi-

ment.

Moving into Contexts of Interest

The majority of experimental studies on individual decision-making in economics focus on domains
such as risk preferences, social preferences, and time preferences. Therefore, any proposed exper-
imental design for preference elicitation must demonstrate its effectiveness within these critical
contexts.

These domains differ significantly from the neutral setting. First, alternatives within these do-
mains can often be objectively compared based on their attributes. For example, in the risk domain,
first-order stochastic dominance provides an objective criterion, whereby a lottery that dominates
another is objectively preferable. Second, decision-making in these contexts is often highly sensi-
tive to how alternatives are presented—be it textually, numerically, graphically, or otherwise. Any
recommendation for an efficient elicitation method must account for these presentational nuances.
Third, while not thoroughly documented, we hypothesize that the use of heuristics is more preva-
lent in contexts involving risk, social, and time preferences compared to the neutral environment.
This increased reliance on heuristics could pose a barrier, as the extent to which individuals using
heuristics reveal their true preferences remains unclear.

As noted earlier, dynamic elicitation methods have shown potential for improving preference
elicitation within these domains (e.g., ( ), ( ),

( )). However, to the best of our knowledge, there has been no systematic investigation into

dynamic, non-parametric preference elicitation methods for laboratory experiments in these areas.

12 A mixed design involves applying a within-subject approach twice. Rather than working with a single set of
n products, participants will interact with two distinct sets. During their first laboratory visit, they will make %
pairwise choices between 4 distinct pairs of products for each set, completing this task twice—once for each product
set. In their second visit, each participant will be randomly assigned two elicitation methods, one for each product
set. The order of methods and their pairing with product sets will be randomized. This approach enables both
within- and between-subject comparisons, accounting for order effects. Within-subject comparisons will allow us
to control for participant heterogeneity and explore new questions related to the correlation of performance across
different elicitation methods.
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